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Collaborative Adapter Experts for
Class-Incremental Learning

Sunyuan Qiang , Xinxing Yu , Yanyan Liang , Member, IEEE, Jun Wan , Senior Member, IEEE,
and Du Zhang , Senior Member, IEEE

Abstract—Pre-trained models (PTMs) with parameter-efficient
fine-tuning (PEFT) techniques have been extensively utilized in
class-incremental learning (CIL) scenarios. However, they still
remain susceptible to performance degradation as the individual
PEFT module operates as an independent learning entity during
the incremental process. To this end, this work proposes a novel
class-incremental collaborative adapter experts (CICAE) model,
which incorporates multiple adapters operating collaboratively
to facilitate CIL. Specifically, our model primarily consists of
two phases. Initially, multiple adapters are employed to estab-
lish a multi-expert system aimed at acquiring diverse incremental
knowledge. Through the collaborative knowledge sharing (CKS)
mechanism, the expertise of each adapter expert is transferable,
promoting collaborative development and mutual advancement.
Subsequently, with the category prototype distributions, collabo-
rative classifier alignment (CCA) is proposed to further align the
classifiers with the representation space in a cooperative manner.
Extensive experiments on CIL benchmarks validate the superior
performance of our model.

Index Terms—Class-incremental learning, pre-trained models,
parameter-efficient fine-tuning, collaborative learning.

I. INTRODUCTION

R EMARKABLE successes have been achieved via deep
learning in diverse areas such as computer vision and

natural language processing. Nevertheless, in real-world sce-
narios [1], [2] with dynamic changes, learning is not a one-time
process but is instead an ongoing one. Class-incremental learn-
ing (CIL) [3], [4], [5] specifically addresses the scenario where
a model is trained to learn new classes over time while retaining
the knowledge of previously learned classes.
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However, one key issue of CIL is catastrophic forgetting
(CF) [6]. Upon training a model with newly coming classes,
it tends to overwrite the knowledge related to the old ones,
leading to a significant performance degradation on previously
learned tasks. To alleviate this issue, many methods have been
developed. Regularization methods [7], [8], [9] mitigate CF by
adding penalty terms to limit abrupt variations in parameters.
Replay methods [10], [11], [12] maintain knowledge by training
jointly with old samples or generated data. Dynamic architecture
methods [13], [14], [15], [16] allocate extra modules to adapt
the new tasks while retaining the performance of the old tasks.
Recently, a novel class of approach [17], [18], [19], [20] has sur-
faced that uses pre-trained knowledge with parameter-efficient
fine-tuning (PEFT), significantly boosting the performance of
CIL. Our proposed model also aligns with this promising di-
rection of pre-trained models (PTMs), and further introduces
collaborative multiple adapters.

Notably, despite PTMs based CIL methods benefit from the
extensive generalization of pre-training, performing individually
training within each PEFT module inevitably limits the potential
for cooperation. Recent studies [16], [21] attempted in building
multiple experts [22]. However, they are trained independently
at each task or modules are selectively activated, resulting in
insufficient knowledge sharing and limited performance. Some
others [23], [24] employ low-quality networks, or even require
task IDs and sample memory, which not only constrains model’s
performance but also limits the applications. Instead, we de-
vise a multi-expert framework with PTMs for CIL by facilitat-
ing the sharing and integration of knowledge collaboratively.
Meanwhile, our method avoids both the continual parameters
increase and the preallocation of extensive inactive parameter
spaces. The characteristics of adapter allow for the allocation
of lightweight experts without incurring a substantial parameter
overhead.

To this end, we introduce the class-incremental collaborative
adapter experts (CICAE) model, which utilizes multiple experts
to collaboratively and continuously update category knowledge
for CIL. Specifically, each expert module employs adapter PEFT
technique, which facilitates rapid adaptation to downstream
tasks while conserving parameter usage. Subsequently, collab-
orative knowledge sharing (CKS) loss function is introduced
among experts to enable collaborative progression for CIL.
Finally, collaborative classifier alignment (CCA) is proposed to
align classifiers with sampled category features collaboratively
via CCA loss function.

The main contributions of this work include:
� We propose multi-expert collaborative adapters for CIL to

concurrently learn multiple adapters.
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Fig. 1. Illustration of CICAE model. At each task, the model learns multiple
adapters and heads with frozen backbone usingLCE andLCKS in phase 1, thereby
collaboratively facilitating the acquisition of incremental task knowledge. The
CCA leverages the normal distribution Nc of features for all classes to collabo-
ratively retrain the heads using LCACE and LCCA in phase 2, thereby achieving
alignment between features and all-class categories.

� We present collaborative knowledge share (CKS), which
enables each expert model to acquire collaborative infor-
mation from others and advance together.

� We introduce collaborative classifier alignment (CCA), al-
lowing each expert classifier head to further collaboratively
align the prototype feature spaces.

II. METHOD

A. Notations

In CIL [10], at each task t, only current dataset (x, y) ∼ Dt is
available, where x and y are the sample pair from data and target
space Xt and Yt. The model is required to classify all previously
learned tasks D1:t. Note that label spaces at different tasks are
assumed to be non-overlapping, i.e., Yi ∩ Yj = ∅ for i �= j. |Yt|
denotes the number of class at task t.

B. Class-Incremental Collaborative Adapter Experts Model

The overall architecture of our method is shown in Fig. 1.
This section describes each component in detail and the entire
training process is summarized in Section II-B5.

1) Individual Adapter Tuning: Individual learning by each
expert is the pivotal foundation for synergistically progressing
towards our final multi-expert model. We employ adapter [25],
known for its stable performance in CIL [26], to fine-tune the
model and learn task-specific knowledge at each task t.

x′
� = FFN(x�) + s · ReLU (x� ·Wdown) ·Wup, (1)

where x� denotes feature at �-th attention block given an input
image x. Wdown and Wup are additional learnable parameters.
Then, margin cosine cross entropy loss is used for training
objective and enhance the clustering quality of the features.

LCE = − log
es(cos(wi,z)−m)

es(cos(wi,z)−m) +
∑|Yt|

c �=i e
s(cos(wc,z))

, (2)

where cos denotes the cosine similarity. s andm denote the scale
and margin factor, respectively. wi represents the weight of the
i-th class in the classifier Wcls head. z = Fθ,φ(x) is the output
feature from backbone model θ and adapter module φ.

2) Multiple Collaborative Adapters: To scale the learning of
an individual adapter to a multi-expert collaborative learning
process, we introduce multiple collaborative adapters module.
Formally, give backbone model θ, we developed K adapters
parameterized by {φk}Kk=1. In contrast to the expandable
adapters [16], we avoid the issue of parameters increasing as
tasks grow. Then, features and prediction logits are as follows.

{zk}Kk=1 = {Fθ,φk
(x)}Kk=1, {lk}Kk=1 = {Wclsk · zk}Kk=1.

(3)

However, owing to the inherently limited parameter count of
adapter modules designed for PEFT, the diversity of knowl-
edge within each expert is significantly constrained. Directly
increasing experts and applying ensemble show no substantial
gains in performance, as illustrated in Fig. 2(a). Instead, we
propose to assign different learning rates (LRs) to the adapters,
thereby enhancing the diversity among experts. Intuitively, this
strategy allows experts with higher LRs to efficiently absorb
new knowledge while those with lower LRs help stabilize and
retain existing knowledge, as in Table VI. The objective function
remains CE loss for each expert in (2), i.e., Lk

CE.
3) Collaborative Knowledge Share: In last subsection, each

expert is still learning in isolation. To enable cooperative learn-
ing among multiple adapter experts, collaborative knowledge
share (CKS) is proposed, allowing each expert to assimilate
additional knowledge from its counterparts. Based on the logits
in (3), the probability and CKS loss can be expressed as

pk,c =
elk,c

∑
j e

lk,j
, LCKS =

K∑

k1

K∑

k2,k2 �=k1

KL (pk1
‖pk2

) , (4)

where c denotes the target class index. lk,j denotes the j-th
logits element of k-th expert. KL denotes the Kullback Leibler
divergence, which is employed to ensure the consistency of
the probability space handled by CE loss and to extract the
latent knowledge from the logits. The knowledge of each adapter
maintains a unified foundation based on the pre-trained space,
while simultaneously exhibiting task-specific diversity. With
the proposed CKS module, this knowledge is collaboratively
integrated during the fine-tuning process, thereby facilitating
the effective performance of CIL.

4) Collaborative Classifier Alignment: We extend CA [26],
[27] into a multi-expert learning framework with collabora-
tion for all-class alignment, enabling classifiers to mutually
learn from each another and improve overall model perfor-
mance. Specifically, given class prototypes µc =

1
Nc

∑Nc

n=1 zn

and covariance Σc =
1
Nc

∑Nc

n=1(zn − µc)(zn − µc)
� derived

from the feature data z of the current task after incre-
mental training, multidimensional feature distributions NYt

=
{Nc(µc,Σc)}c∈Yt

can be formulated for each class c ∈ Yt in
current task, which are subsequently integrated with the dis-
tributions NY1:t−1

from previous tasks, thereby enabling the
extraction of all-class features ẑ to mitigate the unavailability
of old data in CIL and facilitate classifier alignment (both old
and new classes), with the training objective defined as

LCACE = − log
ecos(wi,ẑ)/τ

∑|Yt|
c=1 e

cos(wc,ẑ)/τ
. (5)

Note that LCACE is consistently utilized for each expert, i.e.,
Lk

CACE. Then, similar to (3) and (4), we foster collaborative
progression and mutual knowledge integration among different
classifiers, and the probability of k-th classifier and collaborative
classifier alignment (CCA) loss can be expressed as

p̂k,c =
ecos(wk,c,ẑk)

∑
j e

cos(wk,j ,ẑk)
,LCCA =

K∑

k1

K∑

k2,k2 �=k1

KL (p̂k1
‖p̂k2

) ,

(6)
where wk,j denotes the j-th class weight of k-th expert. ẑk are
sampled feature data from k-th expert’s normal distribution.

5) Summary: The overall framework of our model is shown
in Fig. 1, which mainly consists two phases. In the first phase,
collaborative fine-tuning of multiple experts is performed. We
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Fig. 2. Ablations results of the last accuracy ALast on ImageNet-A. (a) Same LRs ensemble and our model with different number of experts. (b) Different LRs
for each expert with 2 experts. (c) Different LRs for each expert with 3 experts. (d) Performance of single and multi. experts on collaboration.

TABLE I
PERFORMANCE COMPARISON ON IMAGENET-R, IMAGENET-A, CUB200, AND CIFAR100 DATASETS

freeze the backbone model and optimize the parameters of the
adapters {φk}Kk=1 and the classifier weights {Wclsk}Kk=1 to
minimize the loss function L1. In the second phase, with the
semantic shift [16], [26], [36] and category distributions, we
exclusively optimize the weights {Wclsk}Kk=1 for collaborative
classifier alignment using the L2.

L1 =

K∑

k=1

Lk
CE + λ1 · LCKS, L2 =

K∑

k=1

Lk
CACE + λ2 · LCCA,

(7)
where λ1 and λ2 are hyperparameters controlling the collabo-
rative knowledge sharing. During the inference, predictions are
made by directly summing the logits across multiple experts,
ŷ = argmaxc∈{1,2,...,C}

∑K
k=1 lk,c, where lk,c is the logit value

at the position of c-th class index and k-th adapter.

III. EXPERIMENTAL RESULTS

Following previous works [26], [34], [35], the experiments
are conducted on six CIL benchmark datasets, and a cross-
domain CIL dataset, i.e., ImageNet-R [37], ImageNet-A [38],
CUB200 [39], CIFAR100 [40], ObjectNet [41], OmniBench-
mark [42], and VTAB [43]. The number of experts is set to
3. Basically, the LRs for each expert are set to 1e-2, 2e-2, and
1e-3. The epoch is set to 20 and 10 in the first and the incremental
tasks. The average accuracy AAvg and the last accuracy ALast

are reported as quantitative metrics.

A. Comparisons With Prior Arts

1) Main Results: We compare our method with prior arts all
on ImageNet-21 k pre-trained ViT model for a fair evaluation.
Tables I and II show AAvg and ALast on six CIL benchmarks.

TABLE II
PERFORMANCE COMPARISON ON OBJECTNET AND

OMNIBENCHMARK DATASETS

Evidently, for metric ALast, our model exhibits state-of-the-art
performance across all datasets, regardless of whether a single
expert or an ensemble of three experts is used. Benefiting from
the shared knowledge of 3 experts, our single expert infer-
ence already reaches a competitive performance. Notably, for
ImageNet-A, we achieve a last accuracy of 65.57 and an average
accuracy of 72.43, exceeding the previous best result of 63.08
(+2.49) and 70.99 (+1.44). Moreover, the training parameters
of 3 experts remain acceptable (about 3.6 M), while offering
noticeable performance enhancements.

2) Cross-Domain CIL Results: The accuracy of each task
on the cross-domain VTAB dataset is shown in Table III. Our
model achieves the superior performance via 3 experts, with an
average accuracy of 95.02. Moreover, the average accuracy of
single expert also exceed other methods, reaching 94.76.
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TABLE III
PERFORMANCE COMPARISON ON CROSS-DOMAIN VTAB CIL DATASET

Fig. 3. Parameter analysis of λ1, λ2 on ImageNet-A and CUB200 datasets.

B. Components Analysis

1) Effect of Multi. Experts (W/o Collab. v.s. W/ Collab.): We
summarize our proposed two KL collaborative loss functions
as Collab. in figures. As in Fig. 2(a), although the multiple
experts use the same 1e-3 LR, employing the collaboration (1e
−3 w/ Collab), results in a further performance boost. Moreover,
Fig. 2(d) shows that, with different LRs, the ensemble predic-
tions from the multiple experts also demonstrate performance
gains. Compared with individually trained ensembles without
collaboration, our model facilitates knowledge sharing among
multiple experts, resulting in performance improvement.

2) Effect of Single Expert (W/o Collab. v.s. W/ Collab.): As
shown in Fig. 2(d), we also evaluate the performance gain of
individual experts. Across all three single expert models, there
is a noticeable and steady performance enhancement following
the utilization of collaboration.

3) Same LRs v.s. Different LRs and Number of Experts: As
illustrated in Fig. 2(a), employing the same LR leads to sim-
ilar performance between single and multiple experts without
collaboration. This phenomenon could potentially be attributed
to a diminished diversity due to the same LRs, alongside the
lack of knowledge transfer. Moreover, our model consistently
outperforms baselines across varying expert numbers, with sta-
ble performance improvements as adapters increase from 1 to
3, demonstrating effective leveraging of multiple adapters. At 4
adapters, performance plateaus, indicating sufficient diversity
in captured collaborative knowledge, and we directly set up
3 adapters to balance performance and parameter efficiency.
Specifically, as shown in Fig. 2(b) and (c), whether utilizing
two experts or three, an ensemble with appropriately different
LRs can typically outperforms the optimal results of ensembles
sharing the same LR (red dotted line).

4) Effect of Loss Weight: The hyper-parameters λ1 and λ2

are responsible for controlling the knowledge sharing among
adapters and classifiers experts. From the results in Fig. 3, we
determine that λ1, λ2 to 25, 400 and 100, 100 for ImageNet-
A and CUB datasets, indicating a balance between individual
model learning and knowledge transfer among experts.

5) Ablation Study of All Components: The ablation results
for each component are provided in Table IV. Our baseline
is directly constructed using 3 Adapters ensemble with default
CA [26]. We report accuracy results of both 3 single experts and

TABLE IV
ABLATIONS RESULTS OF ALL COMPONENTS ON IMAGENET-A

TABLE V
PERFORMANCE COMPARISON ON DIFFERENT EXPERTS ARCHITECTURES

TABLE VI
PERFORMANCE COMPARISON OF NEW AND OLD TASKS ON ADAPTERS

the multiple experts ensemble. The performance of components
is consistently improved, validating the effectiveness of our
proposed method. Particularly, we achieve last accuracy from
62.41 to 65.83 (+3.42) with multiple experts.

6) Expert Architecture: Table V shows the results of different
expert architectures, including incremental experts and entropy
gated MoE. The former continuously allocates modules as tasks
increases, while the latter employs entropy to gate and select
expert for prediction. It can be clearly observed that they remain
limited in performance due to insufficient knowledge sharing,
whereas our method attains superior results.

7) Adapters Preferences: Table VI reveals that adapters with
different LRs inherently induce task-specific preferences: higher
LR prioritizes plasticity, lower LR ensures stability, and minimal
LR can be considered to stabilize the pre-trained knowledge.
Their ensemble further amplifies mutual strengths, leading to
enhanced overall performance.

IV. CONCLUSION

In this study, we propose the collaborative adapter experts
(CICAE) model. Our multiple adapter-based experts model
incorporates the collaborative knowledge sharing (CKS) that
interlinks various experts, thereby enhancing mutual assistance
and fostering a collective improvement. Collaborative classifier
alignment (CCA) is further utilized to align classifier with the
features cooperatively. Experimental results on CIL benchmark
datasets validate the effectiveness of our model.

Future work: While our model demonstrates promising per-
formance, several limitations remain. First, the current experi-
ments are conducted on standard CIL benchmarks with relatively
balanced task distributions. Future work should explore more
complex CIL settings with highly imbalanced data or domain
shifts. Second, the inference overhead introduced by multiple
adapter experts may hinder deployment. Hence, developing
lightweight variants of the collaborative model is the direction
of our future efforts.

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on December 30,2025 at 08:35:16 UTC from IEEE Xplore.  Restrictions apply. 



1534 IEEE SIGNAL PROCESSING LETTERS, VOL. 32, 2025

REFERENCES

[1] H. Wang, X. Liu, Z. Qiao, and H. Tao, “Inducing causal meta-knowledge
from virtual domain: Causal meta-generalization for hyperspectral do-
main generalization,” IEEE Trans. Geosci. Remote Sens., vol. 62, 2024,
Art. no. 5538416.

[2] H. Wang, X. Liu, Z. Qiao, G. Wang, and H. Chen, “Multimodal re-
mote sensing data classification based on Gaussian mixture variational
dynamic fusion network,” IEEE Trans. Geosci. Remote Sens., vol. 62,
2024, Art. no. 5621214.

[3] Y. Wu et al., “Large scale incremental learning,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2019, pp. 374–382.

[4] B. Zheng, D. Zhou, H. Ye, and D. Zhan, “Multi-layer rehearsal feature
augmentation for class-incremental learning,” in Proc. 41st Int. Conf.
Mach. Learn., 2024, pp. 61649–61663.

[5] D. Zhou, Z. Cai, H. Ye, L. Zhang, and D. Zhan, “Dual con-
solidation for pre-trained model-based domain-incremental learning,”
2024, arXiv:2410.00911.

[6] M. Mermillod, A. Bugaiska, and P. Bonin, “The stability-plasticity
dilemma: Investigating the continuum from catastrophic forgetting to
age-limited learning effects,” Front. Psychol., vol. 4, 2013, Art. no. 504.

[7] Z. Li and D. Hoiem, “Learning without forgetting,” in Proc. Eur. Conf.
Comput. Vis., 2016, vol. 9908, pp. 614–629.

[8] J. Zhu, G. Luo, B. Duan, and Y. Zhu, “Class incremental learning with
deep contrastive learning and attention distillation,” IEEE Signal Process.
Lett., vol. 31, pp. 1224–1228, 2024.

[9] S. Kolouri, A. Abbasi, S. A. Koohpayegani, P. Nooralinejad, and H.
Pirsiavash, “Multi-agent lifelong implicit neural learning,” IEEE Signal
Process. Lett., vol. 30, pp. 1812–1816, 2023.

[10] S. Rebuffi, A. Kolesnikov, G. Sperl, and C. H. Lampert, “iCaRL: Incremen-
tal classifier and representation learning,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2017, pp. 5533–5542.

[11] S. Qiang, J. Hou, J. Wan, Y. Liang, Z. Lei, and D. Zhang, “Mixture uniform
distribution modeling and asymmetric mix distillation for class incremen-
tal learning,” in Proc. 37th AAAI Conf. Artif. Intell., 2023, pp. 9498–9506.

[12] W. Ding, H. Sun, C. Pei, D. Jia, and L. Huang, “Multi-organ regis-
tration with continual learning,” IEEE Signal Process. Lett., vol. 31,
pp. 1204–1208, 2024.

[13] S. Yan, J. Xie, and X. He, “DER: Dynamically expandable representation
for class incremental learning,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2021, pp. 3014–3023.

[14] F. Wang, D. Zhou, H. Ye, and D. Zhan, “FOSTER: Feature boosting and
compression for class-incremental learning,” in Proc. Eur. Conf. Comput.
Vis., 2022, vol. 13685, pp. 398–414.

[15] S. Qiang, Y. Liang, J. Wan, and D. Zhang, “Dynamic feature learning and
matching for class-incremental learning,” 2024, arXiv:2405.08533.

[16] D. Zhou, H. Sun, H. Ye, and D. Zhan, “Expandable subspace ensemble for
pre-trained model-based class-incremental learning,” in Proc. IEEE/CVF
Conf. Comput. Vis. Pattern Recognit., 2024, pp. 23554–23564.

[17] Z. Wang et al., “Learning to prompt for continual learning,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022, pp. 139–149.

[18] D.-W. Zhou, Z.-W. Cai, H.-J. Ye, D.-C. Zhan, and Z. Liu, “Revisiting
class-incremental learning with pre-trained models: Generalizability and
adaptivity are all you need,” Int. J. Comput. Vis., vol. 133, pp. 1012–1032,
2025.

[19] D. Park, Y. Yu, D. Katabi, and H. K. Kim, “Adversarial continual learning
to transfer self-supervised speech representations for voice pathology
detection,” IEEE Signal Process. Lett., vol. 30, pp. 932–936, 2023.

[20] H. Sun, D. Zhou, H. Zhao, L. Gan, D. Zhan, and H. Ye, “MOS:
Model surgery for pre-trained model-based class-incremental learning,”
2024, arXiv:2412.09441.

[21] J. Yu et al., “Boosting continual learning of vision-language models
via mixture-of-experts adapters,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., 2024, pp. 23219–23230.

[22] D. Eigen, M. Ranzato, and I. Sutskever, “Learning factored representations
in a deep mixture of experts,” in Proc. 2nd Int. Conf. Learn. Representa-
tions, Workshop, 2014.

[23] L. Wang, X. Zhang, Q. Li, J. Zhu, and Y. Zhong, “COSCL: Cooperation
of small continual learners is stronger than a big one,” in Proc. Eur. Conf.
Comput. Vis., 2022, vol. 13686, pp. 254–271.

[24] T. Doan, S. Mirzadeh, and M. Farajtabar, “Continual learning beyond
a single model,” in Proc. Conf. Lifelong Learn. Agents, 2023, vol. 232,
pp. 961–991.

[25] S. Chen et al., “AdaptFormer: Adapting vision transformers for scalable
visual recognition,” in Proc. Int. Conf. Adv. Neural Inf. Process. Syst.,
2022, pp. 16664–16678.

[26] Y. Tan, Q. Zhou, X. Xiang, K. Wang, Y. Wu, and Y. Li, “Semantically-
shifted incremental adapter-tuning is a continual vitransformer,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2024, pp. 23252–23262.

[27] G. Zhang, L. Wang, G. Kang, L. Chen, and Y. Wei, “SLCA: Slow learner
with classifier alignment for continual learning on a pre-trained model,”
in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2023, pp. 19091–19101.

[28] Q. Gao et al., “A unified continual learning framework with general
parameter-efficient tuning,” in Proc. IEEE/CVF Int. Conf. Comput. Vis.,
2023, pp. 11449–11459.

[29] Z. Wang et al., “DualPrompt: Complementary prompting for rehearsal-free
continual learning,” in Proc. Eur. Conf. Comput. Vis., 2022, vol. 13686,
pp. 631–648.

[30] J. S. Smith et al., “Coda-prompt: Continual decomposed attention-based
prompting for rehearsal-free continual learning,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2023, pp. 11909–11919.

[31] M. D. McDonnell, D. Gong, A. Parvaneh, E. Abbasnejad, and A. van
den Hengel, “RanPAC: Random projections and pre-trained models for
continual learning,” in Proc. Int. Conf. Adv. Neural Inf. Process. Syst.,
2023, pp. 12022–12053.

[32] Z. Gao, J. Cen, and X. Chang, “Consistent prompting for rehearsal-free
continual learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recog-
nit., 2024, pp. 28463–28473.

[33] Y. Liang and W. Li, “Inflora: Interference-free low-rank adaptation for con-
tinual learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2024, pp. 23638–23647.

[34] Y. Lu et al., “Visual prompt tuning in null space for continual learning,”
in Proc. Int. Conf. Adv. Neural Inf. Process. Syst., 2024.

[35] L. Jiao, Q. Lai, Y. Li, and Q. Xu, “Vector quantization prompting for
continual learning,” in Proc. Int. Conf. Adv. Neural Inf. Process. Syst.,
2024.

[36] L. Yu et al., “Semantic drift compensation for class-incremental learning,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 6980–
6989.

[37] D. Hendrycks et al., “The many faces of robustness: A critical analysis of
out-of-distribution generalization,” in Proc. IEEE/CVF Int. Conf. Comput.
Vis., 2021, pp. 8320–8329.

[38] D. Hendrycks, K. Zhao, S. Basart, J. Steinhardt, and D. Song, “Natural
adversarial examples,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2021, pp. 15262–15271.

[39] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie, “The Caltech-
UCSD birds-200–2011 dataset,” 2011.

[40] A. Krizhevsky and G. Hinton, “Learning multiple layers of features from
tiny images,” 2009.

[41] A. Barbu et al., “ObjectNet: A large-scale bias-controlled dataset for
pushing the limits of object recognition models,” in Proc. Int. Conf. Adv.
Neural Inf. Process. Syst., 2019, pp. 9448–9458.

[42] Y. Zhang, Z. Yin, J. Shao, and Z. Liu, “Benchmarking Omni-vision
representation through the lens of visual realms,” in Proc. Eur. Conf.
Comput. Vis., 2022, pp. 594–611.

[43] X. Zhai et al., “A large-scale study of representation learning with the
visual task adaptation benchmark,” 2019, arXiv:1910.04867.

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on December 30,2025 at 08:35:16 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


